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 Introduction

Recent advancements in artificial intelligence (AI) technology 
have introduced significant potential applications in the medical 
field. Specifically, Large Language models (LLMs), a subset of AI 
systems developed for natural language processing, have shown 
promise in medical knowledge evaluation and clinical decision-
making (1). Among these, ChatGPT, developed by OpenAI and 
launched in November 2022, has attracted considerable attention 
for its performance in medical education (2).

Early studies evaluating ChatGPT’s performance in medicine 
focused on the United States Medical Licensing Examination, 

where the system achieved success rates exceeding 60% (3). 
Similarly, studies conducted in Europe reported its successful 
performance in various specialty board exams (4). In the field 
of emergency medicine, ChatGPT has demonstrated that it can 
be used in successful triage of mass casualty events, and has 
shown promising results in Taiwan’s Emergency Medicine Sub-
Specialization Exam (5,6). While these findings highlight AI’s 
potential in medical knowledge evaluation, they also underscore 
the need for further research on its role in clinical reasoning and 
decision-making processes.

Sub-Specialization Exams comprehensively assess both 
theoretical knowledge and clinical reasoning skills of the 
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Abstract
Aim: This study aims to evaluate ChatGPT’s performance in Türkiye’s Emergency Medicine Sub-Specialization Exam by assessing its success in 
answering both standalone and scenario-based questions through repeated testing.

Materials and Methods: This study utilized 60 multiple-choice questions from the Emergency Medicine Sub-Specialization Exam, comprising 
30 standalone questions (50%) and 30 scenario-based questions (50%). Each question was presented to ChatGPT five times on different days, 
with all tests being conducted by researchers using the same computer. The latest version of ChatGPT, based on the GPT-4 architecture 
and extensively trained on medical texts and journals as of October 2023, was employed to ensure the highest available level of medical 
knowledge.

Results: ChatGPT achieved an overall accuracy rate of 85%, correctly answering 255 out of 300 questions across five trials. The accuracy rates 
for the five trials were 85% (51/60), 86.7% (52/60), 86.7% (52/60), 85% (51/60), and 81.7% (49/60), respectively, with no statistically significant 
difference between trials (p=0.94). ChatGPT demonstrated significantly higher accuracy in standalone questions compared to scenario-based 
questions [91.3% (137/150) vs. 78.7% (118/150), p=0.002]. Notably, ChatGPT exhibited consistent accuracy in interpreting visual data and 
correctly answering the two radiology-related questions across all five trials.

Conclusion: ChatGPT demonstrated high performance and consistency in Türkiye’s first Emergency Medicine Sub-Specialization 
Exam, particularly excelling in standalone questions and radiological image interpretation. While the system is generally promising, its 
lower performance on scenario-based questions highlights the need for further development of clinical reasoning skills. These findings 
suggest potential applications of artificial intelligence systems in medical education and assessment, while emphasizing the necessity for 
improvements in clinical decision-making abilities.
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candidates (7,8). Previous studies have reported ChatGPT’s 
success in Sub-Specialization Exams for Medical Specializations 
(YDUS) and evaluations of sub-specialty trainees (7-9). In this 
study, we aim to evaluate ChatGPT’s performance in Türkiye’s 
first Emergency Medicine in YDUS (ED-YDUS). Specifically, we 
analyzed the system’s performance on standalone and scenario-
based questions, assessed its consistency across repeated tests, 
and examined its accuracy in radiological image interpretation.

Materials and Methods

In this observational study, we evaluated ChatGPT’s performance 
on the ED-YDUS. In Türkiye, YDUS has been administered by the 
Student Selection and Placement Center (ÖSYM) across various 
sub-specialties since 2010. The first ED-YDUS was conducted 
on December 15, 2024 (10). The exam consists of 60 multiple-
choice questions, each with five answer options, and is prepared 
in Turkish by ÖSYM. While designing the exam, ÖSYM refers to 
standard reference textbooks in emergency medicine, including 
Tintinalli’s Emergency Medicine: Comprehensive Study Guide, 9th 
Edition, and Rosen’s Emergency Medicine: Concepts and Clinical 
Application, 10th Edition. In this study, we used ChatGPT-4 Omni 
(ChatGPT-4o), considered to have the highest level of medical 
knowledge among its peers (11). ChatGPT-4o is an advanced 
LLM developed by OpenAI using the GPT-4 architecture (12), 
extensively trained on medical datasets, including texts and 
journals, up to September 2024 (13).

YDUS exam questions were obtained from the official website 
(https://ais.osym.gov.tr/bireyselgiriş/yandalsoruları) between 
December 15 and 25, 2024. The 60 multiple-choice questions 
were independently evaluated by two authors (Kamil Kokulu 
and Hüseyin Mutlu) and categorized into two groups: 
standalone questions and scenario-based questions. In cases 
where the two authors had differing decisions in categorization, 
a third author (Ekrem Taha Sert) reviewed the question, and 
a final decision was reached. Of the total questions, 30 (50%) 
were classified as standalone, while the remaining 30 (50%) 
were categorized as scenario-based.

Each question was presented to ChatGPT-4 one time on five 
separate days between December 25 and 31, 2024 by one of the 
authors (Muhammed Ali Topuz), using the same computer. For 
each question, five responses were generated. This methodology 
aligns with previous research where each question is presented 
three times to assess consistency and stability in responses 
generated by LLMs (10,14). All data, including the official answer 
key provided by ÖSYM, along with ChatGPT-4’s responses, were 
systematically recorded in a Microsoft Excel 2023 document 
(Version 16.73, Microsoft Corporation, Redmond, WA). 

Since this study did not involve human or animal subjects, ethical 
committee approval was not required.

Statistical Analysis

Statistical analysis was conducted using SPSS software (Version 
26.0, SPSS Inc., Chicago, IL, USA). A p<0.05 was considered 
statistically significant. Categorical variables were presented 
as absolute numbers and percentages. Comparisons between 
categorical variables were performed using the chi-square test or 
Fisher’s exact test as appropriate. Agreement between ChatGPT-
4o’s responses was evaluated using Cohen’s kappa and Fleiss’s 
kappa coefficients.

Results

ChatGPT correctly answered 255 out of 300 YDUS questions, 
achieving an overall accuracy rate of 85%. When presented 
with YDUS questions for the first time, ChatGPT demonstrated 
an accuracy rate of 85% (51/60). The accuracy rates for 
subsequent trials were 86.7% (52/60), 86.7% (52/60), 85% 

Figure 2. Accuracy of ChatGPT in ED-YDUS. ChatGPT 5 answers 
created for each question independently and scenario based

ED-YDUS: Emergency Medicine in Sub-Specialization Exams for 
Medical specializations

Figure 1. ChatGPTs Performances in Emergency Situation Medical 
YDUS Exam
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(51/60), and 81.7% (49/60), with no statistically significant 

difference in accuracy across trials (p=0.94) (Figure 1). 

ChatGPT demonstrated significantly better performance on 

standalone questions compared to scenario-based questions, 

with accuracy rates of 91.3% (137/150) and 78.7% (118/150), 

respectively (p=0.002, Pearson’s chi-square test) (Figure 2). 

Additionally, ChatGPT consistently provided correct answers 

to both questions involving X-ray or computed tomography 

images and requiring radiological image analysis across all 

five trials (Figure 3).

Almost perfect agreement was found between the five answers 
(answers 1,2,3,4, and 5) given by ChatGPT for each question, 
when the answers correctly marked (or selected) by ChatGPT for 
each question (choice A,B,C,D, or E) were analyzed [Fleiss’ kappa 
=0.83, 95% confidence interval (CI): 0.79-0.87, p<0.001] (Figure 
4).

When the responses given by ChatGPT were categorised as 
“correct” and “incorrect”, there was moderate agreement 
between the five responses given by ChatGPT for each question 
(Fleiss’ kappa =0.50, 95% CI: 0.42-0.58, p<0.001) (Figure 5).

Of the exam questions: 12 Option A, 13 Option B, 11 Option C, 
12 Option D, 12 Option E were correct answers. When the options 
marked by ChatGPT were analyzed, ChatGPT selected Option A 61 
times, Option B 61 times, Option C 57 times, Option D 60 times, 
and Option E 61 times.

Discussion 

The evaluation of medical knowledge and clinical reasoning 
skills of AI systems has become an increasingly important area of 
research in recent years (7,15). Our study is the first to evaluate 
the performance of ChatGPT in the first ED-YDUS in Türkiye. 
ChatGPT’s overall success rate of 85% in five different exams 
and its consistent performance in repeated exams show the 
potential of AI systems in medical knowledge assessment. It is 
particularly noteworthy that all questions requiring radiological 
image analysis were answered correctly. This success parallels 
the development of the ability of AI systems to interpret visual 
medical data (7).

Ghanem et al. (9) reported that ChatGPT was less successful 
in scenario-based questions (55.56%) than in standalone 
questions (65.83%). Similarly, the study by Takagi et al. (16) 
found that ChatGPT performed less well in complex scenarios 
requiring clinical judgement. In our study, we also found that 
the performance of ChatGPT on standalone questions (91.3%) 
was statistically significantly higher than that on scenario-based 
questions (78.7%) (p=0.002). This finding suggests that AI systems 
are successful in assessing isolated medical knowledge, but have 
room for improvement in analysing complex clinical scenarios. 
This suggests that clinical decision-making processes should be 
further optimised in future versions of AI systems (1).

The fact that the distribution of ChatGPT’s answers is balanced 
(A: 61, B: 61, C: 57, D: 60, E: 61) and that this distribution is 
similar to the distribution in the real answer key of the exam 
(A: 12, B: 13, C: 11, D: 12, E: 12) shows that the system does 
not respond randomly and makes a consistent evaluation. This 
finding supports the idea that AI systems have an objective and 

Figure 4. ChatGPT answer correctness by response number and 
question type

Figure 5. ChatGPT answer correctness by correct times and 
question type

Figure 3. Five different exam ChatGPTs performances independent 
and scenario-based ED-YDUS questions
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systematic approach to the evaluation of medical information. 
A similar consistency was observed by Skalidis et al. (4) in their 
evaluation of the European Cardiology Board Examination, 
and it was emphasised that AI showed a systematic approach, 
choosing answers (2).

When analysing the performance of ChatGPT in repeated exams, 
success rates of 85%, 86.7%, 86.7%, 85%, and 81.7% were obtained 
from the first to the fifth exam, respectively. The study by Lee et 
al. (17) on Basic Life Support and Advanced Cardiovascular Life 
Support while Kokulu et al. (12) examined Paediatric Advanced 
Life Support. Both studies showed that ChatGPT-4 performed 
consistently in repeated assessments. This consistency suggests 
that AI systems can be used as a reliable tool in the assessment 
of medical information (18). 

Ghanem et al. (9) reported that ChatGPT had little success with 
questions containing images, and Panthier and Gatinel (19) 
stated that questions containing images should be removed 
from scoring in their study conducted in the Ophthalmology 
Board Exam. In the study conducted by Toyama et al. (20) in the 
Radiology Board Exam, it was emphasised that AI systems still have 
areas requiring further development in image interpretation. 
In contrast to these studies, one of the interesting findings of 
our study was that ChatGPT correctly answered both questions 
requiring radiological image analysis, in all five repetitions. The 
success of ChatGPT in answering questions involving images 
shows the development of AI systems’ skills in interpreting visual 
medical data. This is a remarkable development, especially 
given the importance of rapid and accurate interpretation of 
radiological images in emergency medicine.

Study Limitations

Our study shows that the latest GPT-4 model makes significant 
progress in addressing professional exam questions. However, 
there are some limitations to our study. First, as previous research 
has shown, the language in which questions are asked can have 
a significant impact on results. Since there may be a difference 
in meaning between the languages, when questions are asked in 
Turkish or translated into English, the accuracy of the answers 
may be affected. Secondly, if the sources of the questions 
(Tintinalli’s Emergency Medicine: A Comprehensive Study Guide, 
9th Edition, and Rosen’s Emergency Medicine: Concepts and 
Clinical Practice, 10th Edition) were not taught to GPT-4, this may 
have influenced the accuracy of the answers. Third, since there 
were no Emergency Medicine Sub-Specialization study questions, 
they could not be uploaded to GPT-4. Finally, as analyses of the 
ED-YDUS results have not been published, the performance of 
GPT-4o could not be compared with actual exam results.

Conclusion

ChatGPT exhibited remarkable success in the first ED-YDUS exam 
in Türkiye with an overall success rate of 85% and an especially 
high performance in standalone questions with a success rate of 
91.3%. Interestingly, it showed consistent performance in all five 
exams and correctly answered questions requiring radiological 
image analysis. The high success rate of ChatGPT in ED-YDUS, 
shows that AI systems can be used as a potential tool in medical 
education and knowledge assessment. However, the system’s 
relatively low performance in scenario-based questions and 
clinical decision making suggests that AI cannot yet replace 
human clinical reasoning, but it can only be used as a supporting 
tool. Future research should focus on refining the clinical 
reasoning capabilities of AI systems and optimising their role in 
medical education.
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